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1. INTRODUCTION

One of Shannon's mnny fundamental contributions wes his result
thet source coding and channel coding can be treated seperetely with-
oul any Joss of performance for the overall system {1)- The besic design
procedute is to select n source encoder which changes the source se-
quence into aseries ol independent, equelly likely binary digits followed
by a channel encoder which accepts binary digils and puts them into
a form suilable for reliable transmission over the chennel. However,
the separntion argument no longer holds if either of the following lwo
situations occur: :

i. The input to Lhe sonrce decoder is different fiom Lhe
output of the souree encoder, which happens when the
link between the source encoder end source decoder is
no longer error free, or

ii. when the source enceder output conlzins sedundancy.

Of course, case (i) occurs when Lhe channel coder does nol zchieve
zero error probability and case (ii) occurs when the soutce encoder s
suboptimal. These two situations are comimon occnrrences in prectical
systems where souzce or channel models are imperfectly known, com-
Plexity it a serious issue, or significant delny is not tolerable. Vatious
approaches have been developed for such situations. They are usuelly
grouped under the general hending of joint source/channel coding.

Most of the varions joint source channel coding approaches cnn
be classified in two main categories; (A) approaches which entail the
modification of the source codes/decoder strueture to reduce the effect
of channel errors, and (B) npproaches which examine the distribution of
bits between the sonrce and channel coders. The first set of epproaches
can be divided still further into lwo classes. One class of 2pproaches
examines the modification of the overall structure, while the other deals
with the modification of tle decoding piocedure lo take advantage of
the redundancy in the culpul of the seurce coder.

To the first class belongs the work of Dunham & Crav [2] whe
proved the existence of joinl source channel trelljs coding svsliens fog
cerlain fidelily criterin, and a design of a joint sontce channel trellis
coder presented by Ayanogluand Gray [3), where the design procedure
is lhe generalized Lloyd algorithm. Furlher, Massey (4] and Anchela
[8) showed that for dislortionless transmission of Llic sanrce using linear .
Jjoint sonrce channel encoders, equivalenl performance can be nhlained _
with a significant reduetion in complexity. Chang and Donaldson |6}
propose modifications to Lhe DPCM syslem lo redure Lhe effect of
chounel errors, while Curtenbach nnd Wintz [7] and Farverdin and
Vaishampeyan [8) study the probleint of oplimum quantizer design for
noisy chennels. Goodman and Sundberg [9,10] propose 2n embedded
DPCH systemn which consists of & two bt DPCM end e two bit PCM
system in peralle].

In the second class of cetegoty A, we include the work of Reininger
end Gibson {11}, who use the fact thet coeflicients in neighboring blocks |
in s trensform coding scheme will not vary greatly, aud thus use coeff- !
cients from neighboring blocks to correct a possible crror, and the work |
of Steele, Coodmen ang McGonegal [12,13), who propose & difference
detection and cotreclion scheme for brondepsl quality speech. In his
scheme the receiver infers nn error whenever an individual sample lo
sample difference is grealer than the mean squeted difference of 2 2]
sample sliding block. When an error js detected, the received semple
is teplaced by the onlput of n smoothing circuil. Ngan znd Steele {14}
use & similar method fo; recovering from crrors in an imege Liansmis-
sion systenm. Snyood and Corkenhngen {15,16] vse the tedundancy at
the sonree coder oulpul to perform sequence estimntion.
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The work of Modestino, Deut and Vickers [17) belongs to calegory
B. In their study of transform coding they examine trodeofls between
sllocating bits for source and channel coding. Comstock and Gibson
{18] extend this work and provide en explicit mechanisin for sllocating
bits belween & soutce coder and & Hemming channel coder. Addi-
tionally, Moore and Gibson [19] study the allocation of bils belween a
DPCM coder end self orthogonal convolutional coding.

In this paper we present & meximum aposteriori probability {(MAP)
approach (o joint soutce/channel coder design, which belongs to cate-
gory A, and hence we explore & technique for designing joint source/
channel coders, rether than ways of distribuling DLils between sonice
codets and channel coders. We assunie that the two nonideal situations
referred to catlier are present. Our spproech is £s follows. For a
nonideal source coder, we use MAP arguments to design & decoder
which tekes sdvenlage of tedundancy in Lhe source coder oulput to
perform error correction. Once the decoder is obinined, we analyse
it with the purpose of oblaining “desirable properties” of the channel
input sequence for imnproving overall system performence. We then
propose an encoder design which incorporates these properties.

2. THE MAP DESIGN CRITERION

For a discrete memoryless channel (DMC), Jel the channel input
tlphabel be denoted by 4 = {a0,61,. 0,021, ), andl the chrnnel
input and oulpul sequences by ¥ = {Moviieos guoa) and ¥ =
{Po, U1, §L-1}, tespectively. If A = {4:} is the sel of sequences
{ei0. @ity @iza1), ained, then the oplimum receiver lin
the sense of maximizing the probability of making a correct decision)
meximizes P[C), where

PlC)= ) PlCIF)P[T).
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This in turn implies thet the optimum receiver maximizes P[('])_'].
When the receiver selects the oulpul lo be 4y, then PICI¥}= PIY =
A.]}] Thus, the optimuin receiver selects the sequence Ay such that

PIY = AfY) > PIY = A7) V..

Lemma 1

Let y; be the input (o a DMC. Given yioy, y; is conditionnally inde-
pendent of yo_ s,k > 1. If §io = yo then the oplinum receiver seleels n
sequence A; to meximize ﬂ;";‘lp(y;]y;-,, Vi)
Froof: i

From the preceding result, the receiver tries to maximize P(Y ).
Using the chein rule we can write this as

PYIY) = Plyoss, o yz=slfo. §1reeer §ro1)
= Plyroslve-n¥e-sio .o %0 Pou- - Vi)

Plyeoalyeos o ivoidore o 9eo1) - Plyolioe .o 9iz1)

The last factor on the right hand side (RHS) is equnl lo one. Using
the assuniption of the DMC, we obtain

PYIY) = NES plvilyicr, ). (1)

[n]

The leinme eddresses the situalion in case {ii), i.c., the situation
in which the source coder cutput {which is nlso the channel input
sequence) ceutaing redundancy. Using this lenomn, we enn design a
decoder whieh will take advantnge of dependence in the ehannel it

Lequence,



3. DECODER DESIGN

The lenma of the previous section provides the mathemnticnl strue-
Lute for the decoder. ‘The physical structure con be ensily oblained
by examining the quantily to be maximized. The decoder maximizes

P()"])"] or equivalently log P(Y|).'), but

log P(Y|V) = Z]og Plyilviiyi-1) (2)

end various solutions exist for the meximization of additive path met-
tics. To implement this decoder we need (o be able to compule the
path metric. This task is considerably cased by the following lesma.
Lemma 2 Let 4 be the channel inpul alphabet and {yi} and {§:} be
the inpul and outpul sequences of a DMC. Then

Ply: = ojlyics = 6m 5 = a,) =

Ploi = aulyi = 0;)Plys = ejlyi1 = am)
T, Py = ailvicy = am)Pli = auly = o
Prool: See [14].

“I'he expression un the RIS of (3), while it looks miare conuplientrd,
ieaetunlly nomnel more traetnble form of the desired conditional proh-
nbility. Note that this cxpression is a funclion of twa distinet scls of
Lransition probabilitics, the chonnel tronsition probabilitics and the
source codet oulput liansition probabililies. As the channel Linnsition
probabilities depend only on the channel, and the sonrce coder ouiput
transilion probabilities depend only on the source codet and source
probabilities, the two sels of transilion probabilities can be estimated
independently. The two can then be combined according lo {3) Lo con-
stinct o M x M x M lookup table for use in decoding. If the sousce
coder or source changes, the only paxamslcrs to be modified nre (l\g
source coder outpul transition probabilities. Resulls nsing o DPCM
source coder with an image es Llie soutce are presenled in Seclion 6.

4, DECODER ANALYSIS

In the pievious section we developed 8 scheme for providing errer
correction using the redundency in Lhe channel input sequence, o1 the
source coder outpul. We looked at the design of the decoder given
a source codet or chennmel input sequence with some rather general
stolistical properties. In Lhis seclion we exemine the reverse problem.
That is, given the decoder obleined in the previous seclion we look
for “desired propeities” of the channel input sequence end, hence, the
source coder. )

To obtnin the desired properties we need lo exomine the faclors
involved in the error correcling capability of the decoder. ‘Towerd
this end let us exnmine the following situstion. Referring to Figure 1,
nssuine that the correcl sequence of lransmitted codewords is ngagag.
An ertor occurs if the path metric for aoajae is greeter than the peth
niettic of coapog. Assuine P, = an and §3 = 0o. An crror occurs if the.
following quantity is positive. i

Pl§: = enlys = 0;]Py1 = 85]wo = ad
21 P{}’l = Otlyc = aO]P[f/l = anlyl = °']

log

+log _Plis = eolys = a0] Plys = solys = 8;)
):l Plpy=aln = ﬂj)P[f': =aolys = a1}

Pl = anlyr = 60) P11 = aclyo = co)
T, Pl = allyo = ao) P[5y = anly = &)

-log

-lo

< Plis = aolys = ao)Plys = aalys = a0l (4)
TPl = iy = o) Pl = aclys = ai]

Defining

d;; = Huinming distance belween o; end o
oun = Plyi = ailyic1 = ay) ()

then using (5) end simplifying (4), an exror occurs if
P Z;[T‘.L l,)d"9u

= >0 (f)
S_,,( .',',.)""511'1

{d,; —dio}log( )+loggg+log-g—"j-—lox
yoa 700

l=p

Defining o = ‘—;J, {6) can be rewritten as

H < PR

! 90 Yoy ila g}
H wo — dnj)! ! +lo -1

! {duo jloga + 089 Sy' og T, (0" )

‘ot

1 goo 900 )::0""'5“;’)
dup — dnj > —— [ log 22 + log == + log &7 8
° i> foge ( 5. & s 3 ST (8)

YThe left hond side is maximized when j = n(d,; = 0). Thus an crror
occurs when the nnmber of bit errors, which in this ens<e i< l,q, is
gresler than the quantity on the LIS of (8) or

.
900 o,
2= IO}; ]
Yoj }__," Yt

The alternntive path shown in Figure Lisanly one ol possible paths,

Anotlicr longer nlternative puth is shown in Fignre 2,

("

1
g > —— (log oo + log
log o1 Gjv

In this ense the nimber of errors cequited Lo inke the nlternntive path

is given by

oo

1 Yoo
do > duo+ — (lo +lo ——-)
° ° T loga g Ginn 8 gom

1 Za“jlg,. En""m-
+ = |log &g g S5 —
log & Sa~dirgn, T a-%g,
Notice Lhal the mumber of errors required lo take a longer incorrect

path {a path with more branches) is larger than for a shotler incortect
path. To minke our stntements mare canerele, we define n parnmeter

{10)

we call the error correction eapability 1 ns

T=1=HulYu)/loghl =

1 i
] - —— W= A Ynet = ax)l
Tog M ,‘Zj"y onym-1 = e ey pr e )

1 1
LS oy = 1y vt = o) log o
X 1

=1—'logM

(11
“where M is the size of the channel input alphabel. We fmmediately
inote the following properties of J

(i) T is & convex cup function of the conditional probabilities

{(ynlyn-1)})

(iyo<I1<1.
Further properties of I are developed in the following lenimas.
Lemma 3: I I is zero for & particular chanuel input sequence, Lhe
decoder will not correct any errors.
Proof:

Iiszero when

1
Zp(yn. Vno1)log — =log M
ik

This is true when g = 1033]7 for all 1, k. In thic condition Lhe right
hend side of (9) is zero giving the desired result.
[}

Lemina 4: If I is one for a particular inpul sequence, the decoder
obtains the correel sequence with prohability ene.
Proof:
For I to be one, /1 {ynlyn-1) has to be zero, This is true if for cach
ko there exisls an o such that
1=l

1,
gite ‘{ 0, L#l.
This in turn implies thet there exisls some ip such that
1, i=ig
”[’")“{ 0, i#io
Thus

1, i=in
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and thie decoder will pick the correct sequence with probebility one.
o
The sbove two lemmes provide & relelionship between the value of
7 and the ctror costecling capability of the decoder, for Lhe extreme
values of I. To oblain an insight into Lhe relationship for other values
of 7 we look ot a simplified version of (9). Asswume that the size of the
chinnnel input alplinbet is two, then (9) simplifies to

oot
(logg-g-o l-logg 4 lo 5<u)) (12)

1
{ ——
to > 010 goo+ a~ %190

log o
Noting thol goe = 1 = 10,901 = 1 —on1, and for the right hand side
to be positive 900 > ; end goy < § we can rewrite (12) as

L (g 900 4 1o (L1010 13)
o> foga \Eae T \Tae e ) )

In (13) the lorger Lhe right hand side the greater is the etror correcting
capability of the receiver. The right haud side can be increased by
decrensing goy below 1 Thus the crror correcting copability increases
If we examine [ we find thot [ increases as

!
os 9oy decrenses hclow i
This is because

go1 decrenses below }

H(YalYoo1) = po ((s00) 108 75 + s10108 717 )

+p (9011°SJ‘+F1(1—901)]°8 ,_‘_,) (14)

decreeses wilh goy decreasing below L. Thus for this simple exemple,
anincrease in J means en increase in the error correcting capability of
the decoder.
S. ENCODER DESIGN

In the previous section we oblained desirable properties for the
channel input/encoder outlput sequence. In this seclion we examine
ways of incotporating these desireable propetlies inlo the encoder, We
wish to do this without decreasing the sedundancy removal capability
of Llie source coder, nand if possible, withoul increzsing Lhe transmitled
bit rate. To see how te epproach this problem lel us first examine the
source coder for noiseless channels in some detail.

In genersl, & souice coder consists of two operetions, data com-
pression and data compaclion {20}, The data compression operation-

usually consisls of reduncency removel and invelves some loss of infor-
mation. Exemples of dale compression schemes are DPCM, transform
coding and veclor quentizetion. The data compection schemes are

informetion preserving

discussions of jeinl scutce/channe! coder design, the dets compachon
operations ere not included. The reeson for thisis that due lo the vari-
able 1ate outpul, the defe compaction schemes eare highly vulnerable

to chennel noise and, therefore, are not considered for noisy channel

spplications. -

A possible way of schicving our objectives is to insert another op-

eration belween the dale comnpression 2nd dele compaction sleps es
shown in Figure 3.

To satis{y our objeciives, the I operator should have the following
properties.

(2) The Il operator should perform distortionless encoding.

(b) The Tl opesator should increase the error correcling enpa-
bility.

{¢} The 11 operninr should not incrense Lhe hil 1ale. For the

crse where the data compnclion schene isn Hullminn coder,

thic is equivalent to the condition that the onplul enliopy

nol be grenter than the inpul entropy.

Anexnmple of Uie 1l opernlor which satisfies (n) and (b} nnd which
cnn be modified to setisfy {¢) funclions es follows. Let the input to [1
be sclected from the elphabet

A={ao,61,...,6n1),

and let the outpul elphebet be denoled by

S= (Jo,Jl.---.JN’-x)~

‘menns . = ng, and Y p1 = 33 OF 83 means £, = o0y Ihuos o oleenld

“set of iwo bils es 33 ot 53 because 3o cznnot follow sy,

They may result in e varieble 12te out. Ex-,
amples include Huﬂ'meu coding ond runlength coding. Generslly in-

noisy channelt may he nsnble for himnge Lransmission,

Then the inputfoutpul mapping is given by

Ta =0, Tpay T O; == Yu =SNG0 (19)

The effcct of the 1 operator is Lo incrense the distance belween

alternative sequences. To see Lhis, let ns construct a simple exaniple.

Let A = {ag,n,} nndS"{:o,:;,

L33} then

Yo = q if 7,80 nnd au,

yo =y il nnd = uy,
Yo = 33 if rondd =y,
Yo =33 f nnd = .

ta

vl

In this case il yu = f0, Y41 €ANNOL be 12 01 o3 herause g,

!sequence cannel have s o1 53 following sq.
For simplicity let us ignore the ufMman cader and assign lixed

:lenglh codewords to the s; as

8000, 8 00, ae 10, 01

Now suppose Lhe transmitted sequenee was the all weto sequenee,
e wietsic nsed was the Hmnnnng distance, and the reccived sequence
is 00001000000000; that is, Lhere is an error in the Afth Lit. 1f the
receiver decoded Lhe firsl four bils as sgs0 then it cannol decode Lhe
fifth and sixth bils as 23 for the tenson noted above.
options ate decoding them as so or 5. If we decoded Lhem as sq, we
could continue decoding the rest of the sequence 8s s54p..., and the
Hemming distance belween the received end decoded sequence would
be one. If we decoded them as 5y, we would heve to decode the next
Decoding es
13 gives the smallest Hammmg distance so we decode the seventh and
cighth bit as s3. This gives & lotel Hamming distence of two for the
incorrect path. Thus the receiver will select the correct path {the path
with the smallest Hamming distance).

6. SIMULATION RESULTS

We present the resulls of simulating two different systems in this

T'he only two

.section. The first set of resulls were obteined using a nonideal source
. coder wilh the decoder proposed in Section 3. The second set of results

pertain to the system proposed in the previous section, In bolh cases
the data compression scheme is & DPCM system with a fixed onc tep
prediclor and a nonuniform Lloyd-Max quantizer.

The source for the fissl sel of results is the USCGIRL imnge.
The source coder oulpul transition probebililies were obtnined using
s training set. The trsining imege wes the USC COUPLE imzge.
The perfermance messute was the Peak-signal-to-noise-1atio (PSNR)
defined as

PSNR(dB):lOlog,o( 2 (256)° )

whete z; is the inpul lo the source coder wlile Z; is the ontput of the
source decoder. Figure 4 shows the performence comparison for & two
bit per pixel system. Mosl of the performence improvementis available
el high probabilities of erior. Al these probebilities of error, however,
the hmprovement is substantial. Figure 5 shows the seme kind of tesulls
for & four bit per pixel system. The performance improvement for Lhis
cose ore cven more substaniial than those for Lhe two-bit systen. T'wo
Lhings nte especinlly noteworlhy in these results, The firsl one is thal
the perfornmnnce improvement does not tenlly become signifieant until
the channel is very naisy, The othier is thal the perfarmnnee curve
in the high noise tegion is relatively flat, “This menns that even very

Further results

Sincluding pereeptund resulls ean he fonnd in |16).

The second sel of results were obtained using the nppronch pro-

posed in Sectlion 5,

‘The sonree encoder was teplaced by the proposed
joinl sourcefehnnnel coder. The 11 operator used is the ane deseribed
in the previous section. The source agnin was the USCGIRL jimage,
and end of line synchronization was nesumed.
parison is shown in Figure 6. Note that unlike the previous cace. 1he
petformance improvement occurs al both low and high error peabahil-
ities. This mokes the scheme especially useful for fransmisgon at low

The petfarinance coune

error 1ales,



. CONCLUSIONS

lu this paper we have presented a MAP approach to joint soutce/
channel cader dedign. The appronch is based in part on the et that
wanree coders are, in general, nanideal and, therefore, cununl remove
all redundaney friom n sonree. “T'his nonidenlity ix tnken advantnge
of, by a MAD deconler, Lo correet crrors, The ecoder is nunlyzed to
olitnin desired properties for the encoder outpul sequenee. A joint
source/chnnnel encoder design approach is presented which incorpo-
rutes the desired propertics, and exomples ore given which show that
considerable petformence improvements can be oblained wilh the pro-
pesed epproech.
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IMPLEMENTATION ISSULS IN MAP JOINT
SOURCE/CHANNEL CODING
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ABSTRACT

One of Shannon’s many fundamental contributions was his result
that source coding and channel coding can be implemented
separately without any loss of optimality. IHowever, the assump-
tion underlying this result may at times be violated in practice.
Various jeint source/channel coding approaches have been
developed for Lnnulmg such situations. A MAP approach to joint
source/channe!l coding has been proposed which uses a MAP
decoder and a modification of the source coder to provide error
correction, We present various jnmlum,ntﬂtiow strategies for this
approach and provide results for an image coding application.

I. Introduction
One2 of Q}"wm'l‘s :  fundamental contributions was his result
that source codl ng anch ck nnel coding can be treated separately
without ony of performance as compared to an optimum
systern [1] The basic design procedure implied by Shannon's
theorems consists of dusigning a source encoder which changes the
source <cquv'mv into 2 series of (approximately) independent,
equally i arv digits followed by a channel encoder which
accepts L inary dinits and puts them into a form suitable for
reliable u i 1 over the channel 9 [2]. One aspzct of the
overall uptinuin system not addressed by Shannan is any increase
insystem complexity that results from this separation, and Massey
[3] and Az ta [4) showed that tor distortionless transmission of
the source under the constraint of linear source and channel
coders, a significant reduction in COIﬂQIL\l() with equivalent
purlorm noe can be achieved by using a lincar joint source/
channel coder. Their schome also diftfers from most data com-
pression syitems in that the bulk of the system compiexity is
transterred to the receiver.

The theorem that provides the justification for the separate design
of the scurce coder and the channel coder, often called the
Information Transmission Theorem [2], assumes that both the
source encader/decoder pair and the channel encoder/decoder pair
are operating in an optimal fashion. Specifically, the source
encoder is assumed to present the channel encoder with asequence
suitable for optimal channel coding, and the channel encoder/
decoder pair is assumed to reproduce the source encoder output at
the source decoder irput with negligible distortion. Unfortu-
nately, there are practical situations where these assumptions are
violated--namely, when the source encoder output contains
redundancy, which occurs if the source encoder is suboptimal, and
when the source decoder input differs from the source encoder
output, which is a result of channel errors. These two situations
are common occurrences in practical communication systems
where source and/or channel models are imperfectly known,
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complexity is a serious issue, or significant delay is not tolerable
Various approaches have been developed to handle these two
situations. These include approaches in which the source and
channel coding operations arc truly integrated [3-0], approaches
that cascade known source coders with known channel coders and
allocate the fixed bit rate to the source coder and channel coder
to maximize system performance [7-13], approaches in wlhich the
source coder and/or receiver is modificd to account for the
presence of a given noisy channel [16-26], and approaches which
usc scme knowledge of the source and source coder properties to
detect channel errors and compensate for their effects [27-35].
The rescarch described in this paper is concerned with the
implementation of a joint source/channel coder dcs:gn which was
an extension of the work presented in [31,32). This approach
utilizes structure in the source erccder cutput by using a MAP
decoder to correct errors introduced by the channel

II. Previous Work

Based on the MAP design criteria, a deccder structure was
propcsed in [32] which takes advaniage of redundancy in the
channel input sequence to provide error cerrection. The

maximizes the guantity log P(Y | T A’) where

decoder

Y= (y,yo)
is the channel input sequence while
= (Ve

is the channel cutput sequence. If a Markov maodel is imposed on
the ¢hannel input sequence, the path metric can be written as

log P(Y | ¥) =S log Py, vriy) 0
and
Plry=a|yiy = nV; = ) (2)
P(}i =a vy =a)Plyy=a;lyi,=a)

T P(yi=aglyy=adPlyy=a iy = ay)

The proof of the above can be found in [31,32].

Based on analysis of the decoder a parameter called the error
correction capability was defined in [35] as

=1 - H(y | y,.,)/108 M 3)

We noted that a desirable property of a joint source channel coder
would be to increase /. The approach proposed for this requires
the modification of the source coder. In general, a source coder
consists of two operations, data compression and data compaction
(36). The data compression operation usually consists of redun-
dancy removal and involves some loss of information. Examples
of data compression schemes are DPCM, transform coding and
vector quantization. The data compaction schemes are informa-
tion preserving. They may resultin a variable rate out. Examples
include Huffman coding and runlength coding. Generally in



discussions of joint source/channe!l coder design, the data
compaction operations are not included. The reason for this is
that due to the variable rate output, the data compaction schemes
arc highly vulnerable to channel noise and, thercfore, are not
considered for noisy channel applications.

A possible approach to achieving the objective of increasing 7 is
to insert an invertible transoperation between the data compres-
sion and data compaction stages. An example of such an opera-
tion called the « operator, was presented in [35]. The opcration
can be described as follows. Let the input to the m operator be
selected from the alphabet

= {54 Sy Sy

Syl
and Tet the ontpat alphabet be denoted by
A= ((10‘ a. a

Then the input/output mapping is given by

Ny TNy TS TS Gy

This operator and its effects are described in more detail in [35].

While this appreach achieves the objrctivc of increasing the error
correcting cap mllu,, italso results in a variable rate system. For
this sitvaticn the Lranch metric of the form of (2) Lecomes
difficuit o in,p"‘mmt. \,c >xnlain these difficulties and propose
implemeniat; X ns of the metrics in the nextsection,
Section 'V ¢ wtion results which demonstrate the
viability Lu these ar rations. The use of a variable rute coder
lSu oo W the ¢ tare of the decoder. In Scction IV w2
; orbi deceder which can be used with

I Davelspment of the Path detric

Before weo begin our ¢izcussion of the path metric for vanable rate
case we need 1o summarize the derivatien of (2). The derivation
consists of tw st First we shuw that

P Ty E ar\) )

Then we show that

nominator can be written as

Plys=a tv =)= S Py =a, vy (5)
:\){){"’1 =4y [ Vi T am)

Note first that in this derivation the channel input alphabzt and
output nlpinbet are the same. We have assumed hard decision at
the output of the channeland for a fixed rate coder this translates
into identical alphabets at the input and output of the channel,
For the case where we have variable rate codes there is a subtle
ditference. In l"ﬁct there are two different ways in which we can
view the cutput of the channel. The first approach is to assume
that there is a Hutfmian decoder at the output of the channel. The
Iuffman decoder output alphabet is the same as the joint source/
channe!l (JSC) coder output alphabet. Thus the branch metric as
derived in (2) can be used directly. IHowever, now the computa-
tion of the individua!l factors of the branch melric becomes
somewhat more involved. Specifically, consider the calculation of
Ply, =a,l yi= a;), where the channel is assumed to be a binary
symmetric channel with known crossover probability p. Let/(a;)
be the number of bits in the binary codeword corresponding to the
symbol a,.

If ifa )= !(’nj)‘ as is the case when a fixed rate code is used, then

F('_‘:‘i:a by =aj)= pSnic 1 - p;" % (6)

where d is the Hamming distance between the binary codewords
cor.cmox1cixng to a, and a; and n is the number of bits in each of
the codewords. Howev er, whenlfa } # {(a.), the calculation may
not be as simple. To see this we Teed to’introduce some more
notation. Let the codeword corresponding to a be represented by

a =(a, .a_,.a
n ( nl nz nl(an)
Then, if I(a_) is less than l(aj)
P(yi=ayly;=a;) ) (7

n

= Ill<°n)P:(nn |a.

k=1 ko Ik
and the calculation is still relatively straightforward. However, if
[('nn) is greater than I(’a}.),

=a |y, =a) ()

N+l )]

o= = =Y Ply. =
Py, = (1n|_v = {IJ) =X Plyy=a v,

I’(JA'i =a |y, = u]} =L P(_{'i =a v

nt-n

TV T A Py =acly = a))

where we have used the chain rule and the Markov property of
ISC coder ouiput. The second factar in the summand is simply
the tiansition probability of the JSC coder output while the first
factor can be calculated as

YpEanyi,y = ay

1[‘“ ‘Fria, A )u““
=1

Pria_ |«
k= l(a 1+ Kk

y-l(a,
¥ (JJ)

<
oS

1 oas /e ) s less than or equal to /((:J) + /{'(:l}. If not we

101
sly repeat the process again (0 oblain

.
siny

=a)= Iy Plyy=a v,

=ay |y, (10)

=a )= x, P 1' =a ! TV T ALY

P2

= )Py, = a0l = ay)

Againlla_) should be less than l(ajj rila )+ ita,).

Obwviously this process can continue if there is a large variation in
the codeword lengths. Therefore, thisappreach becomes cumber-
some for moderately large codebooks.

A somewhat different wav of looking at this issue, suggested ina
slightly different context by Massey [37], is to block the channel
output bit stream into fixed length words where the fixed length
is jonger than the longest binary codeword in the channel input.
Then, the path metric becomes the logarithm of

p(}i = r e Py v )
El P(_l'i = ;'| Vo= nl)P(-\"i =4 | Vi

i

where 7 denotes the word corresponding to a received block of
Lits.  While there are some comphcntxons here as well, in the
interpretation of P(y [ ¥;), the main difficulty isa compunnoml
one. The simplest 1mplement7non of the JSC decoder requires
that the path metrics be stored in a lookup table. In the case of
identical input and output alphabets of size A7, the lookup table
size is M>. However, with this approach, the lookup table size is
M22Y*Y where L is the longest codeword, This exponential
increase with even moderate codeword lengths makes this
approach impractical at least for a lookup table implementation.
An implementation which does not use a lookup table, and instead
computes the path metric at each step may still be possible with
special purpose dedicated hardware,



Given the difficultios involved with implementation of the exact
path metric of the MAP JSC decoder, we have proposed two
approximations which provide a high level of error protection
while being computationally simple and easy to implement. First
consider (4). We approximate the denominator as

iy =iy ) 2P0 = 7).
and therefore the entire c.\'prgssion as
Ply;=ajly;=ryiq=ay) (12)
[)'(';yi =r ‘ ¥ = aj)P(yi = aj l }vi_1 = nm)
P(3; = 1)

[N

where the number of bits in 7 is the number of bits used to
represent a,. The denominator is further approximated by
assuming equally lixely reception of bits as

Py =)= (5)te (13)

where /{a.) is the number of bits in a. and therefore in 7. The
computation of the path metric then proceeds as foilows: the
conditional probtability Py, =a; |y, 4= aJ._1) is read from a
lookup table and the transition probability is computed by
assuiaiing 4 binary symmetric channel with known crossover
probability. This form of the path metric is easy to implement
and the simulation results of Section V oshow the scheme to be
highlv effecuve.

ion is to use the Hamming distance
he candidate sequence elements as
Of course the candidate sequence

Anoeven simpler
botween the receivad b
the branch and path n
elements are celected {rom
the w op y
present resu!
Causes a4 o
noice renion g
the simplicioy af mapt

well be anacowe

ance from about a half dB in the low
S 10 2 ¢ in the high noise region. Given
wontation for this scheme, this may very

e

s been obiainedd, the decoder structure
We Co o in Lhe next section.

IV, Decoder Structure

The form of 2 path metric in (1) is a familiar one and several

res exist which maximize (or minimize) additive
path matics o this form. One of the most popular oncs is (he
Viterbi decoder structure. Recall that the Yiterbi decoder imits
the total nuinber of candidate paths (colutions) to some finite
number A whera M ois the number of different values a solution
can take at any given iime increment, This is done by using a
trellis structure ihat onty includes allowed paths or transitions.
For the problem considered here A would be the size of the
output alphabet of the 7 aperator. In most applications where the
Viterbi decoder is used, the codewords are of fixed length and
therefore the candidate paths are of the same length. This is not
true in the current case. However, this problem can be resolved
rather simply by associating a pointer with each candidate path.
The pointer counts the number of bits used to form the path it is
asscciated with.

To see how this works consider the following example. Let the
input alphabet to the = operator be of size two; § = (s54.5,}
Suppose the input sequence to the x operator is

$5%0 %0 51 50 50

then the output of the = operator will be

(IG (10 (7.I (12 (10

I the Hulfman code for the @ operator output is
g0, a,. 10, ay:l 10, agrttl
then the transmitted binary sequence will be
00101100

Suppose there is an error in the fourth bit and the received
sequence is

00111100

The decoder operation is shown in Figure 1, where the metric
being used is the Hamming distance. The branches are labelled
with a pair of numbers. The first number is the accumuiated
number of bits used by the path that includes that branch while
the second number is the Hamming distance between the received
bits and the candidate solution. The receiver assumes a starting
value of ag. In the firststep there are two possibilities, that the
transmitted word was a, or a,. If we assume the transmitted word
was aq we use up one bit and the Hamming distance is zero. If a,
is assumed then we use two bits and the Hamming distance is one.
Therefore, the lower branch (to z) is labelled 1,0 while the
branch to a, is labelled 2,1. This procedure is continucd with
conflicts being resolved by picking the path with the lower
Ham:ming distance, The procedure is shown in Figure 1.

V.o Simwlation Reselis

The techniques presented in this paper were applicd to an image
coding scheme.  The data compression scheme was a DPCM
system with a fixed four level nonuniform Max quantizer and a
one-tap predictor. The data compaction scheme is a sixtegn-jevel
Huf{nan coder. The average rate for this system was 2.3 bits per
pixel. End of line resynchroaization is assumed for the receiver.
A block diagram of the systems is shown in Figure 2.

The parformance with both metrics is shown in Figure 3 and
Figure 4. Both figurcs plot the same vesulis where Figure 3
cophasizes the parformance in the low noise region and Figure 4
emphasizes performance at high channel error rates. The curses
are labeled “Appiox 1, "Approx 2" and “No Protection.”  The
curve labeled Approx 1is the performance curve for the system
which uses the metric approximation of (12) and (13). The curve
labeled Approx 2 is the system which uses the second approxima-
tion, i.c., the Hamming distance between the received bits and the
candidate sequence elements. The curve labeled "No Protection”
is the system without the joint source/channel coding scheme.
Both metric approximations provide a high degree of protection
for low to moderate channel error rates. At high channel error
rates, while bath the systems provide substaatial performance
improvements over the unpretected system, the system with the
Hamming distance metric provides lower performance than the
system with the approximation of (12) and (13). However, as
mentioned before, this might be a small cost to pay for the
simplicity of implementation.

REFERENCES

[} C.E.Shannon, "A mathematical theory of communication,”
Bell Syst. Tech. J., vol. 27, pp. 379-432, July 1948,

{21 T. Berger, Rate Distortion Theory, Prentice-Hall, Inc.,
Englewood Cliffs, NJ, 1971.

(3] J.L. Massey, "Joint Source and Channel Coding," in Coni-
munication Systems and Random Process Theory, J.K.
Skwirzynski, ed., Sijthoff and Nordhoff: Netherlands, pp.
279-293, 1978.

(4] T.C. Ancheta, Jr.,, "Bounds and Techniques for Linear
Source Coding,” Ph.D. dissertation, Dept. of Elec. Eng.,
Univ. of Notre Dame, Aug. 1977,



{6}

(7]

(16]

{7

J.G. Dunham and R Gray,
trellis encoding” £1
PP S16-519, July 198

“Joint source and channel
Urens, Inform. Theory, vol. I'F-27,

E. Avanaglu and R.M. Gray, "The design of joint source
and ¢ .nnml trellis wav L[C‘I]n coders," IEEE Trans. Inform.
Theory, vol. FE-33, pp. 855-865, Nov. 1987,

JAV. Modestino and D.G. Daut, "Combined source-channe!

coding of images,” [EEE Trans. Commun., vol. COM-27,
p. 1644-1639, Nov. 1979.
J.A. Modestino, D.G. Daut and A.L. Vickers, "Combined

source~channel coding of images using the block cosine
transform,” [EEE Trans. Comnuear., vol. COM-29, pp. 1262~
1274, Sept. 1981,

J.W. Modestino, V. Bhaskaran, and J.B. Anderson, "Tree
encoding of images in the presence of channel errors," IEEE
Trans. liform. Theory, vol, IT-27, pp. 677-697.

D. Comstock and I.D. Gibson, "Hamming coding of DCT
compressed images over noisy channels," JEEE Trans.
Comnuonr, vol, CONM-32, pp. 856—861, July 1984,

C.C.Mocreand J.D. Gibson, "Self’ -orthogonal convolutional
coding for the DC ,\I~~‘(7u :w::h encoder,” /EEE Trans.
Commuar,) vob, COM=32) np. O50-952, Aug. 1984,

cvard adapiive lathice and transversal
U TEEE Trans. Commun., vol, COM-

.. (,;L'w'x N
channed ood

Rl Seen Tee

wi OO Sundterg, "Combined source and
s Uor variabie bit rate speech transmission,”
117-2036, Sept. 1933,

.. Gosdman and C. 2 Sundberg, “Transmission errors and
forward error correction in ’n‘mdurd differential pulse
codc woduiation,” Bell Systo Tech, J., voll 62, pp. 2735+
H'-r Nov, 1983

G :md R.C. Reininger, "Forward and Backward
ADPCNM Over \unmm Chaunnels," Conf. Rec.,
'L,“nm..l,, Juine 8-12, 1980, Seattle, WA, pp.

A Kurtenbach and PoAL
channels," JEEE Tr

Wintz,
as. Conminmuon,
1969.

"Quantizing for noisy
Technol., vol. COM-17,

N. Farvardin and V. Vaishampayan, "Optimal quantizer
design Yor noisy channels: Anapproach to combined source-
channel codir ‘g “IEEE Trans. Inform. Theory, vol. 1T-33,
pp. 827-§38, Nov. 1987.

V. Yaishampavan and N. Farvardin, "Optimal block cosine
transform image coding for noisy channels,” submitted to
TEEZ Trans. Comnuat,

H. Kumazawa, M. Kashahara, and T. Namekawz, "A
construction of vector quantizers [or noisy channels,"
Electronics and Engincering in Japan, vol. 67-B, no. 4, pp.
39-47, 1984,

N. Farvardin, "A Study of Vector Quantization for Noisy
Channels,” Tech. Res. Rpt., SRC TR 88-15, Univ. of
Maryland, College Park, MD.

V. Vaishampayan and N. Farvardin, "The Joint Design of
Blcck Source Coders and Modulation Signal Sets," Twenty-
Second Annual Conf. of Information Sciences and Systems,
March 16-18, 1988, Princeton Univ., Princeton, NJ.

[22)

(23]

(24]

(27]

(36]

(37]

K-Y Chang and R.W. Donaldson, "Analysis, optimization,
and sensitivity study of dilferential PCM sysiems operating
on noisy communication channels," 1EEX Truns.

vol. COM-20, pp. 338-350, Junc 1972,

Catminan

v

N. Rydteck and C.W. St ndberg, "Analysis of digital errors
in nonlincar PCM systems,” /L8 Trans, Comnnar,, vol.
COM-24, pp. 59-65, Jan. 1976.

J.R.B. DeMarca and N.S. Jayant, "An Algorithm for
Assigning Binary Indices to the Cedevcctors of a Multi-
dimensional Quantizer,” Prec. IEEE Int. Commun. Coni.,
Seattle, WA, pp. 1128-1132, June 1987,

J.-H. Chen, G. Davidson, A. Gersho and K. Zeger, "Speech
Coding for the Mobile Satellite Experiment," Proc., 1EEE
Int. Comm. Conf., Seattle, WA, pp. 756-763, June 1987.

K.A. Zeger and A. Gersho, "Zero redundancy channel
coding in vector quantization," TELE Electrenics Letiers,
vol. 23, pp. 654-655, Jung 1987.

R. Steele, D.J. Goodman, and C.A. McGonegal, "Partial
correction of transmission errors in DPCM without recourse
to errer correction coding,” Elce, Lot vel 13, pp. 331-333,
June 1977,

R. Steele, D.J. Goodman, and C.A. NMcGonegal, " A differ-
erce detection and correction scheme for combatting DPCM
transmissicn errors,” TEEE Trans. Comrmus., vol, COM-27,
pp. 252-255, Jan. 1979,

K.N. Nganand R. Steeie, "Enhancement of PCM and DPCM
images corrupted by transmission errors,” [EEL Trans.

Conmnwn,, vol. CON-30, pp. 257-2469, Jan. 1932,
R.C. Remmmnger and 1.D. Gibsen, "Sof't decision demuodula-
tion and transtform  coding of images," [EEE Trans.

Comnuoi., vol. CONM-31, pp. 372-577, Apnil 1983

K. Sayood and J.C. Borkenhagen, "Utilizaticn ol Correlation
in Low Rate DPCM Systems for C'nmu Error Protection,”
Proceedings, IEEE International Conterence on Com«
munications, June 1986, pp. 1888-1392.

K. Savood and J.C. Borkenhagen, "Use of residual redun-
dancy o the design of joint source/channet coders)”
submitted 0 JELE Transactions on Communicalions.

M.E. Hellman, "On using natural redundancy for error
detection," JEEE Trans. Commun., vol. COM=22 pp. 1690~
1693, Oct. 1974,

M.E. Hellman, "Convolutional source encoding," /EEE
Trans. Inform. Theory, vol. IT-21, pp. 651-656, Nov. 1975,

K. Sayood and J.D. Gibson, "Maximum a posteriori joint
source/channel coding," Twenty-Second Annual Conf. on
Information Sciences and Systems, March 16-18, Princeton
Univ., Princeton, NJ.

R.E. Blahut, Principles and Practice of Information Theory,
Addison-Wesley, 1987.

J.L. Massey, "Variable Length Codes and the Fano Metric,”
TEEE Trans. Inform. Theory, Jan. 1972.



™
w
©
&
S
5

X 7 % >
, (1/ /

& 6\/\‘ O;q
51/ 2 /.0 >
NG W
7,2 9,

®) o S

2,1 3,2 4,1 ®
s

{— U *O

Figure 1. Decoding procedure for variable length
codes

.| Huifrman N N Jsc CPCM N
B 44} 7| Coder 7 Channel ‘1 Decodar 7 Decoder i

Figure 2. Proposed systen

i
i iy
2 e e e e e
h [ .
. L A e irrex 2
- ' K ¢ u frrea t
, K Ny Protectden
4 N u
.
. v \ U
T i
N - \\ 8]
.'\ Y ¥ \ ..
= | Y [y NTEI K e ‘o,
2 | \ o < ~.
- e ' A o,
S ‘ 4 \, 15 % ~i 3
b : -
| \\‘ X \\ °
N
s
| N 1 14 \ \
3 ) N
. Y . -
N ~
| x ] s
i A 43 ~ ~.
] ~ ~..
! u e
by ~ L
T i T 1 i i i T T i
- . - -5 - o < oz .oE o3 o LG
1 19 10 1o 10

* Probebility ¢f Chennel Errer
Charnel Prebability of Lrror

Figure 4. Comparison of performance with

Figure 3. mnari rform wi . :
gure Comparison of performance with different decoder metrics

differcnt deccder metrics



Appendix 2- Item 4



